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Intel Technical Computing

HPC co3patoT HoBble Hay4yHble MeToAabl*
Hosoe 8 UHM3teHepHbIX pacyemax U UccsedosamesibCKOM rnpouecce

* ['vnoTesbl * Mogenb * HatypHbI AHanuns
npoToTUN 3akrntoyeHne
YnyduweHus
’ Yckopset
=

' mMmogennpoBaHue

e MnoTe3bl * Mogenb & Cumynaums * HatypHbIvi * AHanus
* YnyJlleHne sKkcrnepmMmMmeHTa npoToTun « 3akniyeHne

* [MporHo3bl * YnyJyweHuns

1. Satava, Richard M. “The Scientific Method Is Dead-Long Live the (New) Scientific Method.” Journal of Surgical Innovation (June 2005).
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Intel” Technical Computing

Bbl6bop NPaBUAbHbIX UHCTPYMEHTOB. KOHTUHYYM pacyeToB
Kak coename rnpasusibHele uHeecmuuyuu

HacTtonbHbin PC g
Intel® Xeon ®
paboyas CTaHUUS qud
JlokanbHbIN

v

MnaHweT Knacrep Magézig:bm
I_IpOCMOTp MPOCTbIX Bornee crnoxHble BonbLue MO,EI,GJ'IVIpOBﬁHMVI, OTKprTb HeunsBepaHHoe,
pes3ynbTatos pe3ynbTaThl [MpopbIBHbIE MAen 1 N3meHnTb Mup,
Jlydwe komaHaHas nccnenoBaHus MPOHUKHYTb B CyTb BeLLei
paboTa, 6bicTpee
obpaboTka

O6Lan ocCHOBHasA apXuUTeKTypa
MacwTabnpoBaHue MHBECTULUN ONA BblMMCNUTENbHbIX nNnaTtdopm
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KomnoHeHTb! INntel ang
MacCLITabupyemblx CUCTEM

OT HebOobLINX KNACTEPOB A0 Cynep cUcTem

Hay4yHO-MHKeHepHble pacyeTbl M 06paboTKa
AAHHbIX

Bolumncnenus : Mamatb

®abpwuku - 1O
CraHpgapTunsauma

Intel Silicon
Photonics

He3aBucumble n obnayHbie peweHnA

Intel® Xeon® Processors Intel® True Scale Fabric Intel® SSDs Intel® Software Tools
Intel® Xeon Phi™ Intel® ani-Path Intel® Lustre-based Solutions HPC Scalable Software Stack
Cletessos Axglitefture Intel® Silicon Photonics Intel® Cluster Ready Program
Intel® Xeon Phi™ Processors Intel® Ethernet Technology .
(it |
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High BW Memory
Many core
Mulzcore Non-Volatile Memory

Storage Burst Buffer

Intel Graphi i
tel Graphics Lustre File System

Intel Xeon + FPGA

UHTEepKOHHe

KT

KoHdurypupyembin
Next-Generation Fabric
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Intel” Technical Computing

KomnoHeHTbl HPC Knacrtepa

— G BbICTPbIN U
e Jlyywasa B uHayctpmuun

e HageXHbIN AOCTYN K
)] npousBoAUTENBHOCTH
intel p A NAHHBIM

SEEEEEEEE—

Intel® Xeon® : Bneuartnstowlas

npon3BoaAnNTEsNIbHOCTb I'IpI/lJ'IO)KeHI/II7I Cucremb! XpaHenus ¢ Intel®

Xeon®

C)
HeproadeKTMBHOCTb Intel® SSDs

Intel® Lustre

BbicTpoe n

adpchbekTUBHOE NO
MpousBoauTenbHOCTbL ANA N LeHe peleHie ans
BbiCOKOMNaparnsenbHbIX 3agaHUN i 06MeHa AaHHbIMK
Intel® Xeon Phi™ : Begywias

npon3BoaAnTENIbHOCTb ANA
BblCOKONapanrerbHbIX 3agaHun

Intel® True Scale fabric

p—ot
it

Obwme moagenu MCI‘IOJ‘IHeHVI(;I " . lllllllmlm ﬂpOCTOTa

nporpammMmmpoBaHus ¢ Intel® Xeon ® ans

onTMmMmnsaumm nHeectuymm B MO Illmmllm Pa3BepTbIBAHWA 1
noanepxKKu

Intel® Cluster Ready

Intel: ApxmTeKTypa OTKpbITUIA
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PacTyulaa skocucrtema:
Paspabotumku gns Intel® Xeon Phi™
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% %% Bright Computing

Advanced cluster management made easy

Australia Telescope National Facility
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KomnoHeHTbl HPC Knactepa
[MporpammHoe obecnevyeHune

Intel’ CucrtemHoe NO Bb'Cprm,"

G HageXHbIN JOCTYnN K
Cluster nporpamma Intel® Cluster Ready — ) DaHHbIM
Ready

MOHVITOpI/IHF COCTOAHUA KnacTtepa

BbicokonpoussogutenbHaa ©C
Intel® Cluster Checker

Intel® Lustre

MpousBoaUTeNnbLHOCTL S BN | P C knacTepa
MHOrosiAE€PHOro y3na Knacrepa U

Intel® Composer XE
Intel ® Trace Analyzer and

Collector

Intel ® VTune™ Amplifier XE

Intel ® MPI Benchmarks

Intel ® Inspector XE

CpencrtBa pa3paboTku 1 OTnagkm
BbICOKOMPOM3BOANTENBbHbIX
KfaCTepHbIX NPUITOXKEHUI

Intel® Advisor XE

CpencrtBa pa3paboTku 1 OTnaakm
BbICOKOONTMMM3MPOBAHHbIX NPOrpPaMMHbIX
NpoaYyKTOB

Intel: ApxmTeKTypa OTKpbITUIA
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Intel® Parallel Studio XE

ACCELERATE

improve application performance, scalability and reliability.

TRANSFORM YOUR CODE >
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MakeT pa3pabotku Intel® Parallel Studio XE 2015 -
[lenaet bbICcTpbIN KOA, BbiCcTpEE

PeweHuna ana paspabotok B 0b6nactu
HPC

e Bonee 20 nert

* B3ammopencrTsme ¢ UHAYCTPUEN
npv pa3paboTke CTaHAAPTOB DAY A

* HaueneHbl Ha NPOU3BOAUTENIBHOCTb (inteD)

Software
N MmacwtTabmnpyemocTb C Ee2
annapaTtHbiMm obecneyeHmnem Intel
[opora

OTBeyvaeT Bbi30OBaMm CTaMApTO

Tynuk

* [oBblWEHNE NPOMN3BOANUTE/NBHOCTH
* YBennyeHue macltabupyemoctu

* YBennyeHue NPOAYKTUBHOCTU
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How Intel® Parallel Studio XE 2015
helps make Faster Code Faster for HPC

HPC-knactep Cluster Edition

MPI aHanns n
Bubnnorteka MPI .
HaCTpoWKa
L=

Professional Edition

v AHanus HacTpoika AHanu3 namatn &
~KOMMYHUKauuu v
e MHOTrOMNOTO4HOCTb & napannenbHomu CUHXPOHU3aL MU
NPOTOTUNUPOBaHUE NPOU3BOAUTENbHOCTU NMOTOKOB
Composer Edition

— Intel® C++ n Mogaenwn BbicokoonTMmusm-

BeKTopum3aums Fortran napannenvMsma pOBaHHblE

& KOMMUAATOPDI (Hanpumep, OpenMP*) 61bnnoTekn

MHOronoTo4HOCTb
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Intel® Parallel Studio XE 2015

Intel® Parallel Studio XE 2015
Composer Edition

Intel® Parallel Studio XE 2015
Professional Edition

Intel® Parallel Studio XE 2015
Cluster Edition

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks

Intel® Integrated Performance Primitives
Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks

Intel® Integrated Performance Primitives
Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® C++ Compiler

Intel® Fortran Compiler

Intel® Threading Building Blocks

Intel® Integrated Performance Primitives
Intel® Math Kernel Library

Intel® Cilk™ Plus

Intel® OpenMP*

Intel® Advisor XE
Intel® Inspector XE
Intel® VTune™ Amplifier XE

Intel® Advisor XE

Intel® Inspector XE

Intel® VTune™ Amplifier XE

Intel® MPI Library

Intel® Trace Analyzer and Collector

Bundle or Add-on:
Rogue Wave IMSL* Library

O|

timization Notice

Add-on:
Rogue Wave IMSL* Library

Add-on:
Rogue Wave IMSL* Library
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Intel® Parallel Studio XE 2015

MpoaykT

OyHKUMOHanN

PesynbTaTt

lMpoBepka
MU oTnagka

Intel’ Composer XE

Komnunatopbl, Npon3BoauTENbHblIE
M MHOTOMOTOYHble BUBAMOTEKM

Mpon3BOAUTENbHOCTb M3 KOPOOKMY

Intel’ MPI Libraryt

BbicokonpoussoanTtenbHas
6ubnnoTteka
Message Passing (MPI)

Hn3Kaa naTeHTHOCTb, NOAAEePKKa Pa3NNYHbIX
WHTEPKOHHEKTOB

Intel’ Advisor XE

NHCTpYMEHT aHanm3a
BO3MOMKHOCTEMN
pacnapannennsaHus
(ronbko Studio XE)

YnpouaeT pa3paboTKy napannenbHbix
NPUAOKEHUI

Intel’ VTune™ Amplifier
XE

MpodunnupoBLMK
NpPOn3BOAMTENBHOCTH

Mounck «y3KMx mecT»

Intel’ Inspector XE

MHCTPYMEHT CTaTUYECKOro U
AMHaMMYecKoro aHannsa npobnem
MCMNO/b30BaHNA NaMATM U TPe40B

KauecTBo Koaa, besonacHocTb

Intel’ Trace Analyzer &
Collectort

MpodnnnpoBLMK
npoussoguTtenbHoctn MPI

MounCK Y3KUX MECT A1 KNaCTePHbIX NMPUJIOKEHWUN

i ApPeKTnBHOE co3gaHue bbICTPbIX, MaCLITabUPYyeEMbIX MHAAEKHbIX MPUMOKEHUM

ptimization Notice
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Intel® Parallel Studio XE

Scalingknc

PARDISO

OpenhP4.0

IntelOpenCl [ij Q:m O FO rtran

Optimizationicy, .-
Int8|MK|_ InteIThreEdlngBU|IdlngBI0ck1§ &k:_p_:?ﬁ?ﬁfs

c-qmFortranzooa Multicore

s Compilers IntelV TuneAmplifierXE/\ |\ - “~~Many-core
'"“0"3“0"CodeAnaIyS|sAVX 512InteIC|IkPIus Coding
3XFasterCode \ipiScaling L
|_|nuxThreadngrrorAnaIysm
latency
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Intel® Parallel Studio XE 2016 olaMlEL
Asryct 2015 STUDIO XE

BekTtopusauua — [osblleHne NPon3BOAUTE/IBHOCTU MYTEM UCMOIb30BAHUA BEKTOPHbIX
NHCTPYKLMN

*= Intel® Advisor XE - Vectorization Advisor o6Hapy»K1BaeT HOBble BO3MOMHOCTU AN BEKTOPM3ALIMK, a TaKKe
YAY4YLIEHUA K CYLLECTBYIOLLLE/aBTOMaTUYECKOWN B NO/Ib30BATE/IbCKOM KoAe. ITO AaeT nNpaKTuyeckume
PEKOMEHAALNN U OLEHKMN YCKOPEHMUS.

AHanus npoussoautenbHoctn MPIl npunoxkeHnin — JlerkoBecHbl aHaNnm3
npunoxeHun ¢ 32K+ npoueccamu

» Intel® Trace Analyzer and Collector pacwwupeH pyHKkumoHanom MPI Performance Snapshot pna npoctoro
B MCMO/1b30BaHMU, MacliTabupyemoro cbopa CTaTUCTUKKM M aHanu3a MPI 3agaHnin ana noncka BO3MOXKHOCTEN

yCKOpeHus

AHanutuka Big Data — KomnoHeHTbl 1A npocToro co3aaHma NPUAOXKEHU aHaNM3a
AaHHbIX ans cuctem c A

. Intel® Data Analytics Acceleration Library (Intel® DAAL) nomoraeT uccnesosatensam B 061acTv aHanusa
AaHHbIX YCKOPUTb BblumcieHus ¢ Big Data

CnepoBaHue cTaHAAPTaM — BO3MOXKHOCTU A5 Aa/ibHENLWero passuTms

* [lopAaep:KKa pa3suBatowmxca ctaHgaptos OpenMP*, MPI, Fortran and C++ nHctpymeHtamu Intel®
Compilers & performance libraries

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED *AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO
LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE,
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

Copyright © 2014, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel
logo are trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’'s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding

the specific instruction sets covered by this notice.
Notice revision #20110804

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.






Intel® C++ n Fortran komnuaatopbl 15.0

[MpoayKTUBHbIE MOoAeNU Napannennsma gna 6onbluen nponsBoaAnUTEIbHOCTU

= QObuee

» OpenMP 4.0 gupeKTrBbI BEKTOPU3aLMK YNpOLWatoT ncnonbsoBaHne SIMD-uHcTpykumin ana Intel®
Xeon® and Xeon Phi™ npoueccopos n conpoueccopos

» Improved compiler optimization reports help quickly identify optimization opportunities. For
Windows-based developers, Visual Studio* 2010, 2012 and 2013 integration is included.

= Linux*, OS X*, Windows*, Android*

* Available now in a variety of configurations to suit different development needs. C++ Info
Fortran Info

» Intel® C++
= |ntel Cilk™ Plus ynpouiaet peanusaunio napannenmsma no 3agayam v gaHHbIM

= [onHas noaaepka C++11

= Intel® Fortran
= [loaaepskuBaeT HoBeWLMe cTaHaapThl latest Fortran

* Bubnnotekn Rogue Wave* IMSL* Fortran: [Jo6asouHas npoussogutensHocts Intel® Fortran gns
Windows

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.


https://software.intel.com/en-us/c-compilers
https://software.intel.com/en-us/fortran-compilers

Bneannmou.l,aﬂ npon3BoaunUTe/IbHOCTDb
C++ aBHasa Bektopusauusa ¢ OpenMP* 4.0 SIMD unu Intel® Cilk™ Plus

SIMD Speedup on Intel® Xeon® Processor
(Higher is better)

Speedup
O =~ N WhH G O

AoBench Collision Detection Grassshader Mandelbrot Libor RTM-Stencil Geo Mean

Serial mSSE4.2 mAVX2

Normalized performance data — higher is better

Configuration: Intel® Xeon® CPU E3-1270 v3 @ 3.50 GHz system (4 cores with Hyper-Threading On), running at 3.50GHz, with 32.0GB RAM, L1 Cache 256KB, L2 Cache 1.0MB, L3 Cache 8.0MB, 64-bit Windows* Server 2012 R2 Datacenter. Compiler options:, SSE4.2: -0O3 —
Qipo —-QxSSE4.2 or AVX2: -03 —Qipo —~QxCORE-AVX2. For more information go to http://www.intel.com/performance

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions.
Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. * Other
brands and names are the property of their respective owners. Benchmark Source: Intel Corporation

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3
instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this
product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for

more information regarding the specific instruction sets covered by this notice. Notice revision #20110804 .
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Intel® Threading Building Blocks

Y10 3710

" PacnpocTpaHeHHas bubnnoTeka wabnoHos C++ ana napannenmsma no 3agadam
* [lapannenbHble aNropPUTMbl U CTPYKTYPbI AaHHbIX

" BO3MOXHOCTU NOPOXKAEHMA NMOTOKOB M CUHXPOHU3ALUMN Also available as open source at
threadingbuildingblocks.org

u MaCLUTa6MpyeM0e BblaeneHne NnamAaTn 1 ynpasieHue 3agadamu _ _
https://software.intel.com/intel-tbb

[Mpenmyllectsa

* BoraTtblit HA6OP MHCTPYMEHTOB ANA Napannennsma

= JloCTynHa nog open Source n KOMMepPYeCKUMU NULLEH3NAMM

= Nopaepxkusaetr C++, Windows*, Linux*, OS X*, apyr1e onepaunoHHble cucTembl

= NMopaepka ana Intel® Atom™, Core™, Xeon® u ana conpoueccopos Intel® Xeon Phi™

[MpocTon napannenusm ¢ macTabnpyemMon Moaernbto

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.


https://software.intel.com/en-us/intel-tbb

MacwTtabupemocTb U NPOAYKTUBHOCTb
Intel® Threading Building Blocks

MacwTabupyemoctb Ha Intel® Xeon Phi™

Excellent Performance Scalability with Intel® Threading Building Blocks 4.2
on Intel® Xeon Phi™ Coprocessor

== =1 linear —pi

—— sudoku —— tachyon

61 122 183 244
Hardware Threads

pler, Version 140, Intel” The mr'x; & iing Blocks (intel” T88) 4.2 i Xeon Phi™ Coprocessor 7120X (16G8, 1.238 GHz, 61C/244T), MPSS Version: 2.16720-13;
x Server release 6.2 (Santiago). kernel 2.6.32-220.06.x86_64; Benchmarks were run on Intel*

computer sys! g the approximate performance of Intel products as measured by thos: 5. Any difference in system hardware o ¢
mance. Buyers shouid consult other sources of information to te the performance of systems or components they are considering purchasing. For more information on performance
tests and on the performance Jucts, ref vintelcom/performance/resources/benchmark
* Other brands and names are the property of their respective owners.
Optimization Notice: intel’s compliers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel s. These optimi Include SSE2, SSE3, and
SSSE3 Instruction sets and other opti i Intel does not the ility, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User

NMpoAYKTUBHOCTb

"Intel® TBB provided us with
optimized code that we did not have
to develop or maintain for critical
system services.

| could assign my developers to code
what we bring to the software table.”

Michaél Rouillé, CTO, Golaem

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel® Integrated Performance Primitive

MpocTbie B UCN0Ab30BaHMU 610KKN Ana ncnonb3oBaHua B obaacrax:
06paboTKa CTPOK, CXKaTue AaHHbIX, 06paboTKa n3obparkeHui,
Kpuntorpadumsa, o6paboTka curHanos, mallMHHOE 3peHune

EanHbin C APl gna nokoneHuit npouyeccopos Intel n pewenun SoC, Het

HEOGXOAMMOCTM onTumusaumnm noa KOHKPETHYIO apPXUTEKTYPY

BknwoueH B Intel® Parallel Studio XE

Hy)>XHble onTMMmMU3aumum Tam rae 3To HYXKHO

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



O6nactu Intel® IPP

O6pabotka | O6paboTka | MawuHHOE
CUrHanoB |n3obpakeHuit| 3peHune

O6pabotka |Cxkatue gaHHbIX | Kpuntorpadpua*

O6paboTka O6paboTtka 2D Bkntouaer
OOHOMEPHbIX [AaHHbIX, oNTUMM3ALMMN,
AAHHbIX BK/tOYan ycKopstowme
npeobpasoBaHn  PyHKLUK
e L,BEeTOBbIX OpenCV
MPOCTPAHCTB

CTPOK

O6paboTka Huffman, VLC u Moaaep»Ka

CTPOK " CnoBapb COBPEMEHHbIX
perynsipHble Kpuntorpaduyeckmx
BblpayKeHus anropuTMOB

* MoxeT 6bITb He JOCTYMNHa ANsi HEKOTOPbIX reorpadui

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



MowHaa maTemaTnyecKas 6I/I6J'II/|OTEKa
Intel® Math Kernel Library (Intel® MKL)

Energy Science & Engineering  Financial Signal Digital
Research esign Analytics  Processing Eontent
reation

= YckopsAeT pacyeTbl 4nA HaYLIHbIX, NHXXEeHepPHbIX N m Mcnonb3ye1— NPOM3BOANTENIbHOCTb Intel®
(PUHAHCOBBIX MPUTIOKEHMI Core, Intel® Xeon u Intel® Xeon Phi™

|
DYHKLUMOHANBHOCTb ANA N/IOTHbIX 1 =  ONTMMM3MPOBaHa A4 BEKTOPU3ALMM 1

pa3spexeHHbix matpuy, (BLAS, LAPACK,
PARDISO), FFTs, BekTopHaa maTemaTuKa,

ONTUMaAJZIbHOTO UCMOJZIb30OBAHUA KoLla

cTaTUCTMYECKMe QyHKLUM 1 Ap. = CoBmellaeTca ¢ napannem3mom

= [laert

OpenMP* gns mHorosaaepHbIX CUCTEM U

conpoLeccopoBs

NHTepdeincobl K cTaHAapTHbIM «ae-dpakTo» API
ns C++, Fortran, C#, Python u ap. = Macwrabupyetca go PetaFlop (1015

onepaLuii c Na1aBaloLWen TOYKON B CEKYHAY)

MNopaepkka ana Linux*, Windows* n OS X*
K/1aCTepPOB U Bbille

B0O3MOXKHOCTb MCMONb30BaTb napanienbHyro

NpPon3BOAMTENbHOCTb C MUHUMAbHbIMU = BkawuyeHa B Intel® Parallel Studio XE
3aTpaTamu

**http://www.top500.0rg

Ncnonb3yeTca Ha camblx ObICTPbIX CyNepKoMMblOTEPaxX MmMpa™™

Optimization Notice

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel® Math Kernel Library — 6ubnvoTteka ana Bbl4UCAUTENBHON
MaTeMaTUKM

3a4a4M B PA3/IMYHbIX HAYYHO-UHKEHEPHbIX obnactax

Signal Financial Engineering Digital Science &
Processing Analytics Design Content Research
Creation

Kak NPaBuMI0 Hay4Hble 3a4a4YUN UCMONb3YIOT MAaTEMATUKY ...

= NnddepeHunanbHble ypaBHEHUA 2 2
Ju Ju tau f(x )
= JlnHenHana anrebpa —_— — — =

axz ayZ q ) y

= [lpeobpaszoBaHua dpypbe

= CTaTUCTUKMU

Intel® MKL nomoraert peluatb cnoXHbie 3a4a4u

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



ObnacTtu

Intel® Math Kernel Library

JlInHenHan anrebpa

« BLAS

« LAPACK

» Sparse Solvers
« lterative
» Pardiso*

« ScaLAPACK

leHepaToOpbl CAYy4YalHbIX
uucen

e KOHrpysHTHblE

o Wichmann-Hill
Mersenne Twister
Sobol
Neiderreiter
He AeTePMUHUCTUYHbIE

Optimization Notice

BbicTpble npeobpasoBaHuA

dypbe

e MHoromepHble
» NHTepdericol KFFTW
» KnactepHbie FFT

CtaTUCTUKHU

» JKcuecc

» KoapodumuneHTbl Bapmaymm
 MNopAaakoBaA cTaTUCTMKA

o MuH/makc

o Bapuauma-kosapuauusa

BEKTOpHaﬂ MaTeMdaTUukKa

TpuroHomeTpuyeckme

Mmnepbonnyeckme
DKCNoHeHTa, Jlorapnom
CreneHun/KopHU

CnnaliHbl
NHTepnonauma
JoBepuTtenbHble UHTepPBanbI

BbicTpble pewatenu 3agaym
MNyaccoHa

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.




[lpon3BOAUTENBHOCTb
Intel® Math Kernel Library

Significant LAPACK Performance Boost using Intel® Math Kernel Library versus ATLAS*
DGETRF on Intel® Xeon® E5-2690 Processor

350 -

300 - N * * * =5

250 - A A A
A A

200 - A

150 - __.___.§E/L —0 o — . o o
+
100
| M Intel® MKL provides significant
E performance boost over ATLAS*

Performance (GFlops)

()]
o

2000 3000 4000 5000 10000 15000 20000 25000 30000 35000 40000 45000
Matrix Size

=4— |ntel MKL - 16 threads == |ntel MKL - 8 threads A ATLAS - 16 threads === ATLAS - 8 threads
Configuration: Hardware: CPU: Dual Intel® Xeon E5-2697v2@2.70Ghz; 64 GB RAM. Interconnect: Mellanox Technologies* MT27500 Family [ConnectX*-3] FDR.. Software: RedHat* RHEL 6.2; OFED 3.5-2; Intel® MPI Library 5.0 Intel® MPI Benchmarks 3.2.4 (default parameters; built with Intel® C++ Compiler XE 13.1.1 for
Linux?);
Software and workloads used in performance tests may have been optimized for only on Intel mi tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your purchases, including the of that product when combined with other products. * Other brands and names are the property of their respective owners. Benchmark Source: Intel

Corporation

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel micropr These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not
guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are
reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice revision #20110804 .

Intel® MKL nosBsonset nonyunTtb npemmyLLecTBa OT apXUTEKTYP
Intel

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel” VTune™ Amplifier XE
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THOHUHT NPUAOXKEHUN ANA NPOU3BOANTENBHOCTHU
Intel® VTune™ Amplifier XE

MpunoxeHue paboTtaeT meaneHHO?

P Basic Hotspots Hotspots by CPU Usage viewpoint (change) @ Intel VTune Amplifier XE 2015

MacwTabnpyeTcs C yBEIMUEHUEM ALECP? | el

Grouping: [Funch'on,'CaH Stack v] @ Data Of Interest (CPU Metrics) [~]
rViewing 4 10f56 b selected stack(s)

CPUTimeby Utilizations  * B Overhead B
and Sgin Time [ 266% (2038 of 76505) |

Function / Call Stack

(Y]
I IaCT OUKA 6e3 ﬂ,a HHbIX - I'aﬂ,a HUe T R—
i FireObject::checkCollisi 2
e = N systemProceduralFire DLLFireObjectzc..  *
@ func@0x1000&190 5.337< (| 20205 |
! "
ElFireObject:ProcessFireCollisionsRange | 5.013s I N o SystemProceduralFire DLLIFireObject:Pr..
[~ FireObject:FireCollisionCallback< £ 4.025< [N 0s SystemProceduralFire DLLIFireObject.Fi...
-

[ FireObject:EmitterCollisionCheck<| 0.988s I[Jl 0s Smoke.exelParallelForBod:

= AKKypaTHble 3amepbl CPU, GPU' & notoku —— e |

Selected 1 rowf(s): Tl Smoke.exeltbl

T
(¥ [ol-lel lal e T} 3100ms | 31300me | F1500ms | 31700ms 31%00ms | RulerArea =
N A e s S e e e
= MouwHbIM aHanM3 n GUNLTPOBKA e R R Bm =
1 [func@0x7854345¢ (TID: Thread [=] .

[fun
[fun

= [func@0:7854345¢ (TID:
[func@0x75528066 (TID:

S dud CPU Time

= [pocTble YCTaHOBKa U UCMNO/b30BaHME croves: s o S Al | | 25

=] v » |[2] CPU Usage

For Windows* and Linux* From $899
(GUI only now available on 0S X*)

“Last week, Intel® VTune™ Amplifier XE

helped us find almost 3X performance Claire Cates
improvement. This week it helped us Principal Developer
improve the performance another 3X.” SAS Institute Inc.

http://intel.ly/vtune-amplifier-xe

1 Windows* Tonbko.

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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THOHUHT NPUAOXKEHUN ANA NPOU3BOANTENBHOCTHU
Intel® VTune™ Amplifier XE

I'Ionyqume HYXXHbIX AaHHbIX

= «XotcnoTbl» (CTaTUcTUYECKOE AEPEBO BbI3OBOB), Y1CN0 BbI3OBOB
(Cratctnueckoe)

= [lpodnanpoBKa NOTOKOB — AHAIM3 Napannenmnsma n 6J10KMpPoOBOK

= [lpomaxu B K3L, AHa/IM3 NPOMNYCKHOM CNOCOBHOCTU Nepenaym
AaHHbIX]

» GPU Offload and OpenCL* Kernel Tracing on Windows

BbicTpbI NoncK

= [lpocmoTp pe3ynbTaToB B Koge/accembnepe

= AHanu3 macwTabupyemoctn OpenMP, AHanus noctpoeHus
rpadunyeckmx ppeimos

= OunbTp Tpebyembix AaHHbIX — OpraHM3aLma NPOCMOTPa Yepes
«Viewpoints»

*  Busyanusauums paboTbl NOTOKOB/33a4a4 Ha BpeMEHOW auarpamme

MpocTo ucnonb3osBaTb

= He Tpebyetca cney komnunauus — C, C++, CH#, Fortran, Java,
ASM

= Uuterpaums c Visual Studio* nnm otgenbHoe npunoskeHne ana
Windows* nau Linux*

= [paduyecknin nHTepdeinc n KomaHaHan CTPoKa

= JlokanbHaa 1 yaaneHHas cbopKa AaHHbIX

= Hogoe! AHanms Windows* & Linux* gaHHbix Ha OS X*?2

1 PaanuyHbl Ans pasHbiX npoleccopoB. 2 HeT cbopku AaHHbIX Ha OS X*

O|

Quickly Find Tuning Opportunities

CPU Time by Utilizationy B Overhead
@ Idle @ Poor 0Ok @ Ideal [ COver and Spin Time

Function / Call Stack

B FireObject::checkCollision
# func@0x1000190 5.337s [ | 20205
= FireObject:ProcessFireCollisionsRange | 5.013s -:_ Oz
~. FireObject:FireCollisionCallback< F| 4.025s [ DN 0s
" FireObject:EmitterCollisionCheck+ 0.93s I 0s
[ func@0x7545a064 4406: . 0.675s

See Results On The Source Code

G I | B (8] 5[] seerhomors fawem =

Source CPU Time: Total by Utilization
line ~ Source
Didie @ Poor [0 Ok MIdeal [ Over
8L for (int i = 0; i < mem array_i_max; i++) USUUS'
82 {
83 for {int j = 0; j < mem array_j_max; j++) 4‘9365_
84 {
83 mem_array [j*mem array_j_max+i] = *£ill_wal 120?5_

Timeline Visqalizes & Filter‘s

s eansaaany) e
Qe C-C  3ls 32c 33c 3dc 35¢ 36 Ruler Area =
WWinMainCRTStartup ( - P Frame
E func@0x7854345e (TID: (3 Thread E L
£ [func@0x7854345¢ (TID: )
EBr
func@0,7854345¢ (TID: - | [JEE Running

[7] lluds CPU Time

. o S P Tasks
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XOpOLUWN THOHUHT AQ€eT XopoLllne pe3yabTaThl

“The new VTune™ Amplifier XE brings even more
capability to an already indispensable tool. The
sampling based call stack hotspots is excellent and
alone is worthy of the upgrade. We have also been

“We achieved a significant
improvement (almost 2x) even on

one core by optimizing the code
based on the information provided
by Intel® VTune™ Amplifier XE.”

impressed by how the concurrency and Locks and
Waits analysis can even provide useful data on

Alexey Andrianov, complex applications such as Premiere Pro.”
R&D Director Deputy .

Mechanical Analysis Division R'Ch_ Ge”?e“

Mentor Graphics Corporation Engineering Manager

MediaCore

“Intel® VTune™ Amplifier XE analyzes complex code and helps |REIAALUERIES

us identify bottlenecks rapidly. By using it and other Intel®

Software Development Tools, we were able to improve Rodney Lessard

PIPESIM performance up to 10 times compared with the Senior Scientist Vore Case
previous software version.” Schlumberger Studies

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.


https://software.intel.com/sites/default/files/Intel_DPD_Mentor_CS_approved.pdf
https://software.intel.com/sites/default/files/Intel ESS Schlumberger Case Study LRs 002.pdf
https://software.intel.com/en-us/articles/sdp-case-studies

Hosoe B Intel® VTune™ Amplifier XE 20157 New!

MpodMAMPOBLLNK NPOU3BOAUTENIBHOCTH
MOLLHbIM aHa/IU3 AaHHbIX OpenMP Scalability Analysis

* otokos OpenMP n macwtabupyemoctu T R e

* HoBble BO3MOXHOCTU rPYNMNUPOBKM g I

* CpaBHeHVe MMMOPTMPOBAHHbIX JaHHbIX MPUAONKEHWUA C APYTVMM e —i o |
AaHHbIMUA Duration Type {sec) 2

J1erkocTb MCNo/Ib30BaHNA Remote Analy3|s from Mac 0OS X*

= AHanu3 gaHHbix Linux* nan Windows* Ha Mac — S Tsa )

= [lpocTtoi cbop AaHHbIX HA yAaNEHHbIX CUCTEMAX
=  ABTOBbIGOP MNPOLLECCOPHbIX METPUK
Mpouwe cbopka gpansepa ana Linux*

50nbu.|e AaHHbIx ana CPU & GPU

*  TioHuHr agep OpenCL™ & GPGPU Ha Windows*
= AHanu3 TSX
*  MeHbLUe BAUAHWE Ha NPOU3BOAUTENBHOCTb

T T
1000ms TOZOrm

QEQFQ-Qe
rnainCRT Start

Moanep’KKa HOBEMLLMX NPOLLECCOPOB U

£ [func@ix 1800
Thread (TID: 4

onepayuymnoHHbIX CUCTEM e

3 6H: ‘ Faamo
m ]
GPUCore dv || 4o
b 2.000.€
> Fi) 15 7% S 663 7 "N

@ Abol rtcy| Hlslog am

This histogram shows the number of aborts happened for transactions with a specific cycles duration
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Intel® Inspector XE
AHanun3 npobnem ¢ NamATbO, NOTOKAMMU
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[Monck npobiem namATM N NOTOKOB

Intel® Inspector XE

UHCTpymeHTbI NpoBepKu KoppeKkTHocTu nosbiwatoT RO Ha Debugger Breakpoints
12%-21%

[a @& Type Sources
= PaHee obHapyKeHne npobnem TpebyeT MeHbLLe pecypcoB Ans #PL@  Mismatched allocation/dealld ey cource
ncnpasaeHms #P2 @ Memory leak Edit Source

Invalid memory access 3 Copy to Clipboard
Invalid memory access

[nsa novcka HekoTopbix Npobaem moryT TpeboBaTbCcA MecALbl wpe s Memory grouh

Explain Problem
Create Problermn Report...

. @P5 & Memory growth
«TOHKM» 1 BIOKMPOBKM MOTYT BbITb TPYAHOBOCNPOM3BOAMMbIMMN ©P6 &  Memory growth Lo

Part of Intel® Parallel Studio
For Windows* and Linux* From $1,599

" [lpobnembl C NAaMATbIO TPYAHO HaWTU 63 UCMONb30BaHUE HYMKHOTO
MHCTPYMEHTapua

Intel® Inspector XE dramatically sped up

our ability to track down difficult to

=  Touyku ocTaHOBa nepea npobsemolt isolate threading errors before our

packages are released to the field.

NHTerpaymna c oThagumKoB yCKOpPAET ncnpasiaeHune npo6neN\

*  M3yyeHne nepemeHHbIx aebarrepom
Peter von Kaenel, Director,

NMounck npo6nem 3a Yyachbl, a He MecsLbl Software Development,
1 Cost Factors — Square Project Analysis Har mon | C I nc.
CERT: U.S. Computer Emergency Readiness Team, and Carnegie Mellon CyLab . .
NIST: National Institute of Standards & Technology : Square Project Results http://intel.ly/inspector-xe
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AHanns npobaem NnamATU U NOTOKOB
3KOHOMWT BPEMH

“Intel® Inspector XE is quite fast
and intuitive compared to products
we have used in the past. We can
now run our entire batch of test

*We struggled for a week with a crash situation, the
corruption was identified but the source was really
hard to find. Then we ran Intel® Inspector XE and

immediately found the array out of bounds that
occurred long before the actual crash. We could
have saved a week!”

cases (~750) which was not feasible
previously. Intel® Inspector XE
easily completed tests that failed
due to lack of virtual memory on
another product.”

Mikael Le Guerroué,
Senior Codec Architecture Engineer,
Envivio

Gerald Mattauch
Senior Software Developer
Siemens AG, Healthcare Sector

Intel® Inspector XE has dramatically sped up our
ability to find/fix memory problems and track

Peter von Kaenel, Director,

More Case
Software Development, Studies
Harmonic Inc.

down difficult to isolate threading errors before
our packages are released to the field.

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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YcKopeHune NnpoBepKM NOTOKOB

Ha Windows™* u Linux* ¢ Intel® Inspector XE 2015

New!
Faster Race & Deadlock Analysis, Linux* Faster Race & Deadlock Analysis, Windows*
(Lower is Better) (Lower is Better)
1000 - 1000 -
1.6-10x Faster* 1.8-16x Faster*
Ej Ej
S 100 T 100 -
() (V]
< <
(W (V]
> >
S 10 9
E £
*g <
>
€ &
7zip blender firefox 7zip blender firefox
Intel® Inspector XE 2013 update 3 SLES 11sp2 Intel® Inspector XE 2013 update 3

+ On open source applications 7zip, blender and firefox. Runtime improvements will vary by application and OS.
View configuration information at end of this presentation: Click to view

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are
measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products.

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



AHann3 notpebneHna NamaTu
Intel® Inspector XE 2015

New!

Memory Used by Analysis Tool and Target Application
Last recarded memory usage before collection completed: 211 MB

- 165 MB

- 110 MB

[Hnarpamma -
noTpebneHns namaTn . 25 Min o

Type Sources Modules Object 5ize  State
VI CTOYHUNK Memory growth  gdiplus.dil:0:47240 gdiplus.dil R New
Memaory growth  find_and_fix_memory_errors.cppid63  find_and_fix_memory_errors.exe * Mot fixed
I-I OT p eGn e H M ﬂ n a M ﬂ T VI Memaory growth  find_and_fix_memory_errors.cppil63  find_and_fix_memory_errors.exe F= Mot fixed
Memory growth  find_and_fix_memory_errors.cpp:l63  find_and_fix_memory_errors.exe Fr Mot fixed

Memaory growth  find_and_fix_memory_errors.cppil63  find_and_fix_memory_errors.exe Fr Mot fixed

a1l 1of1 b
B MCXOD'HOM Koﬂe M Description Source Function Module Object 5ize  Offset

Allocation site find_and_fix_memory_errors.cpp:163 operator()  find_and_fix_memory_errors.exe 90108

ﬂepeBe BbI3OBOB 161 unsigned int serial=l; find and fix memory errors.exd

1a2 unsigned int mboxsize = sizeof (unsigned int)*(max cobjectid() +||find and fix memory errors.exs
163 unsigned int * local mbox = (unsigned int *) malloc(mboxsize); ||find and fix memory errors.exs
164 find and fix memory errors.exs
185 for (unsigned int i=0;i<=(mboxsize/(sizeof (unsigned int))):;i++|[tbb debug.dll!local wait for g

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel” Advisor XE
[lpoTOTMNNPOBAHME NAPaNNE/IbHOCTHU
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<<I'Iapannen|/|3tv\», OCHOBAHHbIN Ha AdHHbIX

® .
Intel” Advisor XE
Ecn M B bl " - Scalability of Maximum Site Gain Loop lterations (Tasks) Modeling
= Pacnapannennnm npuaoxKeHue, Ho adPpeKT oo - (. sy moer of fterations - wg Beration (Teskd
: 7803 < 000015
man? 357 - T 0,008 0,008
£ 160 44 0 : 0,040 0,041
= He nony4yaeTe Hy*XHoe MaCLLITa6MpOBaHV|e R 5 © 0,200 0.200x
5 1 QL 1x (7803) 1x (< 0.00015)
= Cra/IKmBaeTecb C npo6neN\an| g 2 | 7 T; T;;
$ o1 Q 0 % %
CUHXPOHU3aLNU? 5 125 125
~ "Rt R R E R L EE
npopblB B AM3aMHe TargetCPUCoun:D TE

Yactb Intel® Parallel Studio XE

MHOTonoTOYHbIX anl'IO)KEHMﬁ:

= bbICTpOe NpoTOTMNUPOBAHUE
" [lporHo3 macwtabupoBaHus “Intel® Advisor XE has allowed us to quickly prototype

ideas for parallelism, saving developer time and effort”

" TloMck Npobaem CUHXPOHMU3ALUKN A0

peanmsaumum Simon Hammond
o Senior Technical Staff
" OT4ennTb AN3anH 1 peanusaumio Sandia National Laboratories

Mapannenusm 6e3 NUWHUX YCUNAUNA, PUCKOB _ _
http://intel.ly/advisor-xe
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[TpoTOTUNMpPOBAHUE YCKOPAET pa3paboTKy

“Intel® Advisor XE has allowed us to quickly prototype
ideas for parallelism, saving developer time and effort, _
and has already been used to highlight subtle parallel Simon Hammond

correctness issues in complex multi-file, multi-function Senior Technical Staff |
algorithms.” Sandia National Laboratories

“Intel® Advisor XE can be invaluable
in developing the understanding
required to parallelize existing code.
It assists with identifying
opportunities, designing tests,
modeling scenarios and revealing
flaws.”

Matt Osterberg . Carlos Boneti
Senior Software Engineer SO tévarzle englneer,
Vickery Research Alliance chiumberger

“Intel® Advisor XE has been extremely helpful in
identifying the best pieces of code for
parallelization. We can save several days of manual
work by targeting the right loops. At the same time,
we can use Advisor to find potential thread safety
issues to help avoid problems later on."

More Case
Studies

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Bubnumnoteka Intel® MP|

BoamoxHoCcTH

BbicokonpoussoautenoHasa peanusaumua MPI ot Intel

Mpoun3BoaUTENbHOCTb — HACTPOEHA Ha HOoBeWLWKe apxmTeKTypsbl Intel
MawTtabupyemocTb — rotoBa A4/1A KNACCUYECKMUX M MHOTOAAEPHbIX
nnatpopm

3 PeKTUBHOCTb — rMbKMiN BbIGOP PabpuK, COBMECTUMOCTb

OcHOBaHa Ha CcTaHpapTax — 6a3npyeTcs Ha OTKPbITOM peanv3auum
MPICH YcToitunBas mcawTtabupyemoctb — HacTpoeHa Ha HU3KYHO
NIATEHTHOCTb, 60/bLUYIO NPONYCKHY CNOCOHBHOCTL, 6H0/bLLIOE YMNC/IO
npoueccos

MNoppepKka mMHorouncaeHHoix ¢pabpuk— MNogaeprkMBaeT nonyaspHble
BbICOKOMNPOU3BOAUTENIbHbIE ceTeBble HabpuKu

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Bubnunorteka Intel® MP|

OonTtumusauma npoussogutrenbHoctu MPI-
NPUNOXKEHUN

= HacTpOMKM Ha KOHKPETHOE NPUJIONKEHME
=  ABTOMATMYeCKasa HACTPOMKa

Hu3KaA naTeHTHOCTb U NogAaeprKKa Pa3/INYHbIX
BeHA4OopoB
= OgHu us Nyyuwunx NnoKasaTenien N1aTeHTHOCTU

* [opaeprKka Hosenwmnx BoxkmoxkHocteit OFED un
DAPL 2.x

BbicTpble KommyHUKauumn MPI
"  ONTMMW3UPOBAHHbIE KONNEKTUBHbIE ONepaLmn

YcroumBaa macwtabupymoctb ao 150K npoueccos

= BcTpoeHHasa nogaep:kka InfiniBand* gaet Hu3Kkyto
NNATEHTHOCTb, BbICOKYO NPOMNYCKHYI CNOCOOHOCTb U
CHUXaeT TpeboBaHMA K MCNONIb3yeMOM NaMATH

bonee HagexHble MPl-npunoxeHusn
» BecwosHasa nHTerpauus c Intel® Trace Analyzer
and Collector

Optimization Notice

Applications

7 cosn imate co 0 over.
?evelopfagglications
4 L or one fabric

Intel® MPI
Library

Select interconnect
fabric at runtime

| | | | |
e Shared | ..Other .
mm InfiniBand m A Fabrics

Achieve optimized
MPI performance

Cluster

Intel® MPI library eliminates the need to develop, maintain, and
test applications running on multiple fabrics.

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.




MeHblle aTeHTHOCTb — bonblle

npPon3BoaANTE/NIbHOCTb
Intel® MPI Library

Superior Performance with Intel® MPI Library 5.0
192 Processes, 8 nodes (InfiniBand + shared memory), Linux* 64
Relative (Geomean) MPI Latency Benchmarks (Higher is Better)

N w
o o
1 1

Speedup (times)
o

o
o
]

4 bytes 512 bytes 16 Kbytes 128 Kbytes 4 Mbytes

N Intel MPI1 5.0 Platform MP19.1.2 CE  m MVAPICH2 2.0rc2 mOpenMPI 1.7.3

Configuration: Hardware: CPU: Dual Intel® Xeon E5-2697v2@2.70Ghz; 64 GB RAM. Interconnect: Mellanox Technologies* MT27500 Family [ConnectX*-3] FDR..
Software: RedHat* RHEL 6.2; OFED 3.5-2; Intel® MPI Library 5.0 Intel® MPI Benchmarks 3.2.4 (default parameters; built with Intel® C++ Compiler XE 13.1.1 for
Linux*);

Software and workloads used in performance tests may have been optimized for performance only on Intel . tests, such as SYSmark
and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the
results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of
that product when combined with other products. * Other brands and names are the property of their respective owners. Benchmark Source: Intel Corporation

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique
to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or i of any optimization on micr not ired by Intel. Microprocessor-dependent optimizations
in this product are intended for use with Intel micropre Certain not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets
covered by this notice. Notice revision #20110804 .

Superior Performance with Intel® MPI Library 5.0
64 Processes, 8 nodes (InfiniBand + shared memory), Linux* 64
Relative (Geomean) MPI Latency Benchmarks (Higher is Better)

o
-

15 - © =
| . =
0 - . . : : .

4 bytes 512 bytes 16 Kbytes 128 Kbytes 4 Mbytes

Speedup (times)

H Intel MPI 5.0 MVAPICH2-2.0 RC2

Configuration: Hardware: Intel® Xeon® CPU E5-2680 @ 2.70GHz, RAM 64GB; Interconnect: InfiniBand, ConnectX adapters; FDR. MIC: CO-KNC 1238095 kHz; 61
cores. RAM: 15872 MB per card. Software: RHEL 6.2, OFED 1.5.4.1, MPSS Version: 3.2, Intel® C/C++ Compiler XE 13.1.1, Intel® MPI Benchmarks 3.2.4.;

Software and workloads used in performance tests may have been optimized for only on Intel tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the
results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of
that product when combined with other products. * Other brands and names are the property of their respective owners. Benchmark Source: Intel Corporation

Optimization Notice: Intel’s may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique
to Intel micropr ors. These include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations

in this product are intended for use with Intel mi Certain 1s not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets
covered by this notice. Notice revision #20110804 .
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bubnunoteka Intel® MP| 5.0

Umo Hosoe2eo

MPI Library

Noppneprxkka MPI-3

" Hebnokupylowme KoNNeKTUBDI Superior Performance with Intel® MPI Library 5.0
64 Processes, 8 nodes (InfiniBand + shared memory), Linux* 64
= EbICprIe RMA Relative (Geomean) MPI Latency Benchmarks (Higher is Better)
® Bonblune coobLeHns 3 - 2X 1.9X 1.8X
Faster  paster - Fl'sst)ér Faster
BuHapHas comectumocts ¢ MPICH ABI &, Faster
= Cosmectumoctb ¢ MPICH* v3.1, IBM* MPI §-1 ]
*
v1.4, Cray* MPT v7.0 3 7 A 1 N N
) i g g g g
|_|pOlll3BO,£l,MTefIbHOCTb Z ° ' ' ' ' '
4 bytes 512 bytes 16 Kbytes 128 4 Mbytes
MmacwTabupoBaHue Kbytes

M Intel MPI 5.0 MVAPICH2-2.0 RC2
= OnTummnsayma I'IOTpE6J'IeHVIH NnamaAaTmn

* MacwTtabuposaHue go 150K paHkos*

their respective owners. Benchmar

r may not optimize to the same degree for non-Intel microproce:

= 1o 35% cokKpalleHne BpeMeHU KONEKTUBOB

= CoBpemeHHbI meHexep npoueccos Hydra
ana Windows* no ymonuyanuio

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



( N / \
[MONHBIA MHCTPYMEHTAPUN =
pa3paboTKU NPUNOKEHNIN ANA e

Intel®

Parallel Studio XE

cmctem c obuwen, pacnpeneneHHON
NamMATbO, TMOPUAHbIX

Komnunartopbl

=
|
--l Bbicokas npoussoautensHoctb MPI-
NPUOXKEHUN
C
bub
Intel® Trace Analyzer and
Collector
KOMMNOHEHT

\ Intel® Parallel Studio XE Cluster Edition /

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



O630p

Intel® Trace Analyzer and Collector

Intel® Trace Anaty&er and Collector:

= Bunsysg :
M API u -tcollect
u eTp

" [IOMUCK KY3KKUX MeCT»

Linker
= [loNHaA TpacCMpoBKa COBbLITUM
" Hwuskasa pobaBoyHOE BAMAHNE m
= XopoLlas macwTabnpyemocTtb

Intel® Trace Anzlyzer

B/1€/TbHOTO NPUNP

PY3KuU

Intel® Trace Collector

PyHKUMOHAN

= MouwHble MexaHU3Mbl arperauy,

= Wpeanunsatop

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel® Trace Analyzer & Collector

BblicoKonpon3soanTenbHbin NPOPUANPOBLLMK NpousBoanuTenbHoctb MPI
npunoxeHun ot Intel

[Mpon3BOANUTENBHOCTb — MOXET paboTaTb ¢ 60AbLIMM YMCOM Y3108
MacwTtabnpyemocTb — roToBa ANA KNaCCUYECKUX U MHOTFOsiAEePHbIX
nnatpopm

3dPeKTUBHOCTb — HacTpoWKa 1 aHaIn3 NPUNOKEHUN

bN3yann3aumna — [ IOHATb NoBeaAeHWe NapaniesibHOro NpuiaoXeHuma

OugeHKa — MNapameTpbl BbINONHEHWUA, 6aNaHCMPOBKA HArpy3Ku

AHanu3 — ABTOMaTU3NPOBAHHbIN MOWUCK PACMPOCTPaHEHHbIX Npobaem
MPI

[MOUCK — «Y3KMX MECT» KOMMYHMUKaLNi

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



YTO HOBOTO

Intel® Trace Analyzer and Collector

BoicTpbit 0630p MPI-KomMmyHUKauni

Noppeprkka MPI 3.0

AccucTeHT npobnem
NPOU3BOANTENBHOCTH

= Ob6HapykeHue obwmx npobnem c
npousBoanTenbHoctbio MPI

= CoBerTbl

O|

P A

vIPT ME

L

Perfor Issue D rion (36)
Wait at Barrier 0.90%
Late Sender 0.80%
Late Receiver 0.80%

Show all.. .

Description Affected Processes

Wait at Barrier

wait time

] MM 3
SR N A TN 1. A L R T
L A Al / 1,

AET

i WM MBT o WF . BT ME iy
S . DR YA S A R,
? P T i BT 3 g

5.97002e-3 s
5.2878%e-3 s
5.2878%e-3 s

Source Locations (Root Causes)

P1 —| barrier

P2

wait tim e

barrier

Haxoaut npobiembl B

KOMMYHWKaLMUAX U UX
BAWUAHWE Ha obLiee
BpeMA

tion MPT

when barrier collective operations (such as MPI_Barrier or all-to-all operations such as MPI_Allt
ad imbalance in a program.

timization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



JdPeKTUBHbIE NPUNOKEHUA ANSA
Intel® Xeon Phi™

J[lonycKatoT mMaccoBblIl Napannennsm

MMetoT BbICOKYHO BblYUCAUTE/IbHYIO CIOXKHOCTb
= BekTOopu3aumAa

* bo/sblioe KONMYEeCTBO BbIYMCNEHUWN HA eaAnHUNUy OaHHbIX

YmeuwatoTca B AOCTYNHYO NaMATb

EEEEEEES

TEFEEEEE

- $ TEEEEEE
_ TEEEEEES
Multicore TEEEEEE

(8+)

EFEEEEEES

Many-Core
(60)
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Oil & Gas applications

Seismic Very Large Jobs, Fault tolerance, Complex FFTW's
Exploration

Reservoir Modeling Memory Bound Apps, Complex Fluid Mechanics, Large Memory
Footprint

Field Operations Optimizing oil distribution in the field, Signal Processing

“Both Shell and Intel have made significant investments in Oil & Gas: Additional Reading

engineer-to-engineer collaboration and training to optimize Shell’s Article: Optimize Seismic Image Processing on
algorithms and applications for the Intel processors and to enable Intel MIC

our codes to fully utilize rising core counts. We believe our
optimization efforts are a key to our HPC success.

Article: Developing seismic imaging code for

Intel Xeon Phi
We utilize the Intel® C++ and Fortran compilers and Intel® Math White Paper: 3D Finite Differences on Multi-
Kernel Library, as well as tools such as Intel® VTune™ core Processors
Performance Analyzer.” White Paper: Shell Drill Downs on
+ t9| Hundredfold Improvements in HPC
Tips and Tricks for finite difference
Software =

Intel Tools are used by majority of leading oil and gas companies

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.


http://software.intel.com/en-us/articles/optimize-seismic-imaging-processing-on-intel-xeon-phi
http://software.intel.com/en-us/blogs/2012/10/26/experiences-in-developing-seismic-imaging-code-for-intel-xeon-phi-coprocessor
http://software.intel.com/sites/default/files/m/d/4/1/d/8/3D_Finite_Differences_on_Multi-core_Processors.pdf
http://www.intel.com/content/dam/www/public/us/en/documents/white-papers/high-performance-xeon-shell-paper.pdf
http://library.seg.org/doi/abs/10.1190/1.3627855

Case Study

Intel® Software Development Tools
High-Performance Computing
Server Performance
Energy/Utilities

intel.

Parallelizing Oil and Gas Software
with Intel® Software Development Tools

Schlumberger* increases performance for its PIPESIM* software by up to 10 times while

streamlining the development process

Schlumberger™ is the leading global supplier of technology. integrated project management, and
information solutions to oil and gas organizations. The company’s PIPESIM* Steady-5State Multiphase
Flow Simulator software enables production engineers to design and optimize oil and gas production
systems, such as the systems that carry fluids from wells to production facilities. Software developers
at Schlumberger adopted Intel® Software Development Tools to parallelize PIPESIM so customers could
capitalize on the latest multi-core processing architectures to enhance simulation performance. With
help from Intel tools, developers increased application performance up to 10 times while substantially
accelerating the development process.

Challenges

= Optimize software performance. Enable oil and gas companies to capitalize on the latest
multi-core processing architectures to run simulations faster, with greater accuracy, and explore
more design alternatives.

* Accelerate software development. Speed up software development, optimization, and bug-
detection tasks to produce better software and achieve a faster time to market for new
software versions.

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Financial applications

Portfolio & Risk Mgmt Requires high quality random numbers
Market Feeds & Database Massive databases w/ huge number of ticks
Derivative & Option Pricing Numerically Compute Intensive apps (compute bound)

" We have really enjoyed exploring and testing the /

performance capabilities of the Xeon Phi Co-processor
card. The integrated Intel tool chain allowed us to

execute existing Xeon code on the card with minimal to

no changes - this Xeon Phi capability is extremely - -
important to integratinﬁ alternative compute devices in
our environment. We have seen impressive results q . hnol h K
on large matrix tests and it's clear that the compute End-user Driven Technology Benchmarks
capabilities have jumped. We look forward to working based on Market Risk Workloads
with Intel and exploring this technology further. Case Study: Thomson Reuters delivers real-

John Shafaee, Director - HPC R&D time financial information

UBS CTO In.% UBS + (lnte,l White Paper: Computing Black Scholes w/

Software el

Intel Tools are used by majority of leading financial companies

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.


http://www.stacresearch.com/SC12_submission_stac.pdf
http://thomsonreuters.com/content/financial/pdf/elektron/intel_success_brief
http://software.intel.com/en-us/articles/case-study-computing-black-scholes-with-intel-advanced-vector-extensions

Evans Data

Corporation EDC North America
' Development Survey
EDC 2011, Volume Il

33% of math libraries users rely on
Intel’s Math Kernel Library

e — I

“‘Intel MKL is indispensable for

any high-performance computer

user on x86 platforms.” —PROF. JACK
DONGARA, INNOVATIVE COMPUTING LAB,
UNIVERSITY OF TENNESSEE, KNOXVILLE

m——

“By adopting the Intel® MKL DGEMM libraries,
our standard benchmarks timing improved
between 43 percent and 71 percent...”

MATT DUNBAR, SOFTWARE DEVELOPER,
ABAQUS, Inc.

L f

i {.d¥ e

A Very
Good Kitty,
Indeed

DreamWorks Animation's Puss in Boots
Uses Intel® Math Kernel Library to Help
Create Dazzling Special Effects

“We want solid building blocks that we know will be robust
and have optimal performance. Intel MKL provides that. We
can start understanding the artistic benefits of a complex
algorithm more quickly if we don’t have to build every
component of a system from scratch.” —RON
HENDERSON, SR.MANAGER, R&D, DREAMWORKS
ANIMATION

optimiZdtionNotice
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MockoBCKui (PM3NKO-TEXHUYECKUI UHCTUTYT . JlabopaTopus maTeMaTUYECKOro
MOZJENMPOBaHNA HeSIMHEHbIX NPOLECCOB B ra3oBbIX cpeaax
[lakeT MOAEGNUPOBAHUA BHEWHNUX BLICOKOCKOPOCTHLIX TE@HEHUN

@u3uveckue modesnu:
* lLInpokun gnanasoH ckopocten: 0 < Mach < 20
* [pounsBonbHble Yncna KHyaceHa

* YpaBHEHMS CMNOLWHOW Cpefbl C HEpPaBHOBECHOU
XUMnen

* KuneTnyeckoe ypaBHeHue bonbumaHa
* [poBeaeHwe pacyeTos Ha cynep IBM
* MP1/OpenMP Bepcum

* AppekTnBHOCTL 85% Ha 1000 sgpax

Intel Cluster Studio XE: omnadka u onmumu3auusi

napaijie/ibHbiX nPpOocpPamMm .

1. Onmumu3sayus pacyemHbIx npozpamm

0N Uchorb308aHUsi MH020510epHbIX NPOYECCOpo8

2. Onmumu3sayus npozpamm 051 nocriedHUX NOKoNeHul
npoueccopos Intel (sekmopu3sauusi)

3. Abanmauus npozpamm 0ns Intel Xeon Phi

(00 HecKobKO COMeH NOMOoKos) AIH'




CnounpcKknm cynepKoMnbOTEPHbLIN LEHTP

UHCTUTYT BbluMCcnuTeribHOU MatemMaTtukmn n matreocdpmsukn CO PAH

Intel®

Parallel Studio XE

Software

Xnmus

MporpammHoe ob6ecnevyeHuUe:
Intel Parallel Studio XE 2013 SP1
Intel Cluster Studio XE 2013 SP1
Konna6opauus c Intel

* Peanusauma YNCNEHHOro meToga
(FFTW u MKL ana nuvHeiiHoMn
anrebpoi)

* [lporHo3upoBaHue
NPOU3BOAUTENbHOCTU  MOTOKOB

npum peanusauuu Ha Feoduzuka CED
yckoputenax Intel Xeon Phi
*  Ontumusauyus OCHOBHbIX

KOMMOHEHT peanusauum
UMCNIEHHOro MeToaa

« OTtnagka noseaeHUsA TMOTOKOB
npu napannenbHon peanusauuu
Ha yckoputensax Intel Xeon Phi

faepHasa domsnka
Yckoputenu Yactmu 4
aHann3 gaHHbIX

o ]



YpaJsibCKUin
(hepepasibHbIN
YHUBEpCUTET

A 3-D electrophysiological Model of the Human Left Ventricle

Alguander Panfilov [5), Vitaly Berdyshev [1), Leonid Katsnelson (2], Odga Solowgova [2,4], Visdimir Markhasin {2,4)
Institiste of Immanalegy and Physiclogy, Exsterinbung, Rusisis; 3 - Ghent Uaiversity, Belgium: 8 = Ural Faderal Univeraity, Fuaterinbisng, Ruisia

Sorged Pravden {1.2,3], Hans Dierck
1 = Institite of Mathamatics amd Machanics, Ekatesinburg, Rusia: 2

Intel Cluster Studio XE: npoekr PH® 14-35-00005

«MepcoHnpmnumpoBaHHblie MaTeMaTUYeCKMe Moaesnm B Kapamonormm
e VicxonHas riapasijie/ibHas peasin3alLns:
e SMP-apxutekTtypa, TexHonorna OpenMP
e MogenunpoBaHune 1 cekyHabl paboTbl cepaua
Ha MawmuHe ¢ 12 94paMn CPU 3aHUMAET 3 CYTOK  iismmians fosiomtimmmrutun  Loiermariioiie

body of revalution. right: two fibres on a spiral surface.

We stimulated a small area on the
endocardium near the apex and
measured wave arrival time to all
nides. We used models with
different anisotropy ratios and fibre

Fibre Anlsotropy ratio
rotation 1025 10111

Comparison of the Anatomical Model with Experimental Data

Na made models based on experimental dataon wall form, size, and angle
n I / . “hickness from [2, 3] and compared thefibredirejtionfieldswiththche Im
i btained, The comparisen d itati i :
. pMM eHeHMe Cp e,a CTB n te '] wome areasquantitatiwagr:et;en?batmnthedata ; 1 ' |
e Komnunatop, Vtune Amplifier f l

Fig. 8. A rotatingspiral wave Fig. 9. Wave arrival time, ms,
[colour denotes electrical potential,  Top: plotof all nades,
from resting/blue to highfrad). hottom: L, front view.

e [OBbILLEHNE MPOU3BOAUTENIBHOCTN B 3 pas3a

Fig. 7. True fibre angle as a Conclusion

functionof peint pesitien in The field of fibre directions depends an the IV geometry and affects
the IV wall [0 Is endocardium, electrical wave propagation.

1is epicardium). The axlsym- References

Fig, . Block section of the 1V model

o /lasibHeNLUMNE rJ1aHbl:

e PaspaboTka KNnacTepHoW Bepcum nporpaMmmbl

Ha MPI

e AzanTaums NporpamMmMmbl AS YCKOpUTENewn

Xeon Phi

and Streeter's “lapanese fan”, metrical model of hurman Ly,

Wave Py ion and Effect of Fibre R

This fully analytical L model is a basis for a numerical approach in which
alectraphysiclogical simulations are performed an a rectangular grid. We
aropose anew effective numerical method for constructing amesh and
solving diffusion-reaction systems on the LV model

We apply our method to study the effect of fibre rotationand electrical
ani: py of cardiac tissue on ionusing tha ten Tusscher -
Naobla— Noble— Panfilov (2006} ionic model for human ventricular cells.

[1)5F Pravdin et al. Mathematical model of the anatory and fibre onentation
field of the left ventricle of the heart. Bom. Eng. Onkine. 2013,

[2] 0D Streater, Gross morphology and fiber geometry of tha haart, 1979,
[31P Mialsen at al, Mathematical moded of the geometry and fibrous structure
of tha heart. Am. J. Physiol. 1991,

[4]5F Pravdin et al. Electrical { an ani: rvadel af the
LV based on analytical description of cardiac architecture. PLOS One. 2014,
Acknowledgments

O wiork was supported by the Presidium of RAS, Ural Branch of RAS, RFBR,
and Ghent University (BOF).
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NATIONAL

Tomsk
State

University SY1epromnbiorep CKI® Cyberia

3ada4vyu MosieKynsipHou
OuUHaMuKku

ModenupoeaHue O8UXXeHUSs
KOCMUYeCKux mer

3ada4yu KeaHMoe8oU MexaHUKU
Memeoponozus

KomnneKcHolli  aHanAu3 3ampam  8bIYUCAUMESbHLIX  Pecypcos
cpedcmeamu  Intel 0Ona 3a0ayu  moOenuposaHuA  rnosema
YensbuHckozo memeopuma: AHasnui3 Hauboriee pecypcoeMKux
Mooyried npoepammel ¢ rmomowbto Intel Amplifier ysenuyums
rnpoussodumeribHocmpb Ha 34%

-

Surface Stats
Ra: 78.20 nm
Rq: 98.53 nm
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WH:"?‘ |:' KaBepHO3HO-TpeLlMHOBaTble pe3epByapbl

Strong scaling

a — . *  OnmumanvHas mpéxmepHas 0eKOMnOo3UlU
" -—-_; N TR S S— o6nacmu Decomposition
09 \ Buviuucnenus nawunaromes uz camoti GHympeHue
T T moyKu oonacmu ¢ pacwuperuem wabiona npu
npubnuoicenuu k epanuye oonacmu: Intel®
S | VTune™ Amplifier XE, Intel® Inspector XE,
I S NS N N NN N N B Intel® Advisor XE
. | *  Buiyucnenus HauuHaOmMcs U3 camou 6HympeHHe
, - mMoyKu ooracmu ¢ pacwupenuem wabiona npu
oo Acoslertin npubnudicenuu x epanuye ooracmu Intel ® MPI
EEEEEr Library, Intel® Composer XE
Buvinonnenue npoyedyp Send/Receive meorcoy

epynnamu npoyeccopos data: Intel® Inspector
XE

Intel® VTune™ Amplifier XE nomoe

06HAPYH UMb Y3KUE Mecma 8 MomoKax OaHHbIX;

Intel® Advisor XE yka3zan, Kaxkue YUK/bI
R OOsIHCHbI 6biMmb 8EKMOPU30B8aHbI u

0 500 1000 15&(:“b62r03f0c0r26i00 3000 3500 4000 pGCI'ICIpCIJTITEﬂE‘HbI.
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Strong scaling
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Mentor Graphics: onbIT MCNOAb30BaHMA MHCTPYMeHTOB INntel npwu
paspabotke FlOEFD

( intel) Look Inside’

Intel Vtune Amplifier XE ana peweHua 3agaum
napannenusauum reHepatopa cetku B pamkax FLOEFD 13.
Pe3ynbTaTbli: MHOTOKpaTHOE YCKOPEHUE U XOpOoLuas
MacwTabupyemocTb.

MKL Pardiso (Cholesky & LU) gna peweHna cummeTpuyHbIX
M HECMMMETPUYHbIX CUCTEM B KauecTBe NPAMOro metoAa Ha
rpybbix ypoOBHAX MyNAbTUrpUAA.

Pe3synbratbl: Ha page pacyeTtoB 31O a0 YCKOpPEHUE AaHHOMU
4acTu aAIrOPUTMa NO CPAaBHEHUIO C COBCTBEHHON peannsaumen
tbb::flow_graph gna peweHus 3agaum acuHxpoHHoro
BUAEO03axBaTa M306parkeHUA B CNIOXKHDbIX aITOPUTMax, rge
NpocCTblie MeToAbl OKa3biBalOTCA HEIPPEKTUBHbIMMU

Meshing Speed Up v13 vs v12

sadl

1 Imr
8
Number of cores
o ]




EURIWARE
7 Capgemini

OPEN CASCADE ucnonb3ayert Intel Parallel Studio XE
AnS NoBbIWEeHNUA NPU3BoANTEeNbLHOCTU anroputma bynesbix onepauumn

CPU Time: Total by Utiization
Callees
Olde WPoor OOk M Ideal W Owver
[sortBy Callees | 27.575 I
FlBOPAlgo_Builder::PerformWithFiller 23,510 (I
FIBOPAlgo_Builder: :PerformInternal 23,510 (I
EIBOPAlgo_Builder: :PerformInternal 1 23,5105 (IR [
HBOPAlgo_Builder::FillmagesSolids 9,552 (NN
FECPAlgo_Builder::FillmagesFaces 6.465s (D
FECPAlgo_Builder::FillmagesContainers 4,025 (I
FHBOPAlgo_Builder::PostTreat 2.433: (I
FBOPAlgo_Builder: :PrepareHistary 0.647s

* Wcnonb3osaHne oubnuotekun Intel® Threading Building Blocks no3sonuno ckpbITb
HN3KOYPOBHEBYIO paboTy C NOTOKaMN U TeM CaMbIM YNPOCTUTb NpoLEeCcc napannensaumm
paboTatoLlen nporpammel;

« Apxutektypa Intel® Threading Building Blocks nossonuna nHkancynmposaTb Bbl30Bbl
6MbnnoTtekn B ogHOM Moayre otaenbHo oT cyuwecTsytowero koga OCCT, 4To CyLLeCTBEHHO
YyNPOCTUSO NOAAEPXKKY U paclumpeHne moayrns 6e3 Heob6xoaMMOCTU peaakTMpoBaHUA Koda
OCCT;

* [MpumeHeHne npodununposmka Intel® Amplifier XE no3Bonmno 6LICTPO NPOBECTM OLEHKY ©

Y3KMX MECT” anroputma, 4obuUTbCA 3HAaYNTESBHOrO Yy4LlleHUs NPOnU3BOAUTENBHOCTN,

NpoaHanuanpoBaTtb pesyribTaTbl paboThbl, MaKCUMasribHO MCMONb30BaTh pecypchbl NaTopMbl,

HaMeTUTb LWarun rno ganbHenwen onTUMMmn3aLmn anroputTma ¢ TOHKN 3peHnd

NPOU3BOLAUTENBHOCTMN.
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FlowVision: MOJENNPOBAHNE ABUMKEHUSA }KUAKOCTU U ra3a B 3a4a4ax,
BO3HMKAIOLWWMX B MALLMHOCTPOEHUN, MeAuLIMHe, Npupoae.

Intel Parallel Studio XE:

« OnTumMmnsauma No3BoONUIA YBENUYNTL TAHYLLEe ycunme Ha 24%
MO CpaBHEHWIO C UCXOAHOW KOHCTPYKLUMNEN
* YcKopeHue 2x 3a cHeT onTUMmn3aumm onepauunn BBoga-BbiBoga

», CokpallleHne BpeMeHn Nnoucka yteyek NnamMmsiTm ¢ HECKOMbKUX AHEN A0
4yacos

* YCTpaHeHMe napasuTHOro 3ameaneHuss nporpammbl Ao 10x u3-3a
npobnem ¢ NnamsTbio

*YckopeHue peweHune CJIAY Ha ogHOM aape OO 5-Tm pas, Ha 8-mu
aapax AoONoSTHUTENBHO YCKopeHue A0 4-X pas
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Case study: Engineering analysis

* Intel® Parallel Studio helped identify conventionally difficult errors in the
parallel version of the SIMULIA software. Simulation time reduced by more
than 60 times when running on 128 cores.

Multicore Intel® | Head gasket simulation: Sparse linear
Architecture equations with 5.3M variables, 2.6E13
Flops

1 core 3 days

16 cores 06:40:40

32 cores 03:20:20

64 cores 01:40:40

128 cores 01:06:06
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INFORMATION IN THIS DOCUMENT IS PROVIDED *AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO
LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE,
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

Copyright © 2014, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel
logo are trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’'s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding

the specific instruction sets covered by this notice.
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